**Probabilistic reasoning in Artificial intelligence**

**Uncertainty:**

Till now, we have learned knowledge representation using first-order logic and propositional logic with certainty, which means we were sure about the predicates. With this knowledge representation, we might write A→B, which means if A is true then B is true, but consider a situation where we are not sure about whether A is true or not then we cannot express this statement, this situation is called uncertainty.

So to represent uncertain knowledge, where we are not sure about the predicates, we need uncertain reasoning or probabilistic reasoning.

**Causes of uncertainty:**

Following are some leading causes of uncertainty to occur in the real world.

1. Information occurred from unreliable sources.
2. Experimental Errors
3. Equipment fault
4. Temperature variation
5. Climate change.

**Probabilistic reasoning:**

Probabilistic reasoning is a way of knowledge representation where we apply the concept of probability to indicate the uncertainty in knowledge. In probabilistic reasoning, we combine probability theory with logic to handle the uncertainty.

We use probability in probabilistic reasoning because it provides a way to handle the uncertainty that is the result of someone's laziness and ignorance.

In the real world, there are lots of scenarios, where the certainty of something is not confirmed, such as "It will rain today," "behavior of someone for some situations," "A match between two teams or two players." These are probable sentences for which we can assume that it will happen but not sure about it, so here we use probabilistic reasoning.

**Need of probabilistic reasoning in AI:**

* When there are unpredictable outcomes.
* When specifications or possibilities of predicates becomes too large to handle.
* When an unknown error occurs during an experiment.

In probabilistic reasoning, there are two ways to solve problems with uncertain knowledge:

* **Bayes' rule**
* **Bayesian Statistics**
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Note: We will learn the above two rules in later chapters.

As probabilistic reasoning uses probability and related terms, so before understanding probabilistic reasoning, let's understand some common terms:

**Probability:** Probability can be defined as a chance that an uncertain event will occur. It is the numerical measure of the likelihood that an event will occur. The value of probability always remains between 0 and 1 that represent ideal uncertainties.

1. 0 ≤ P(A) ≤ 1,   where P(A) is the probability of an event A.
2. P(A) = 0,  indicates total uncertainty in an event A.
3. P(A) =1, indicates total certainty in an event A.

We can find the probability of an uncertain event by using the below formula.

* P(¬A) = probability of a not happening event.
* P(¬A) + P(A) = 1.

**Event:** Each possible outcome of a variable is called an event.

**Sample space:** The collection of all possible events is called sample space.

**Random variables:** Random variables are used to represent the events and objects in the real world.

**Prior probability:** The prior probability of an event is probability computed before observing new information.

**Posterior Probability:** The probability that is calculated after all evidence or information has taken into account. It is a combination of prior probability and new information.
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Conditional probability:

Conditional probability is a probability of occurring an event when another event has already happened.

Let's suppose, we want to calculate the event A when event B has already occurred, "the probability of A under the conditions of B", it can be written as:
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**Where P(*A*⋀*B*)= Joint probability of a and B**

**P(B)= Marginal probability of B.**

If the probability of A is given and we need to find the probability of B, then it will be given as:

![Probabilistic reasoning in Artificial intelligence](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAJAAAAAzCAYAAAB4zoH4AAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAASVSURBVHhe7ZqBUeMwEEXTAjXQQnqgBGqgBTqgg3RABVRAAzRAB+nBN8+TP7O3tyvbyLFzYd+MIJYlWfY+r4zJYSiKDkqgoosSqOiiBCq6KIGKLkqgoosSqOiiBCq6KIGKLkqgoosSqOiiBCq6KIFujLe3t7H08P39PRwOh+Hr6+tSs5yPj4/h5eVlOJ/Pl5qYEmgDPj8/x4DaEgWHuvf398vWv7y+vg4PDw+XrRwEPB6PY/sM2vg5PT09/SUdn6lrSVQCbQSBUEDJEIhwOp3GbUAcBMpAQqQg0FM8Pj6Owed3C8Yi0wCS0N5nv6mMWAJtBMIoWIAMViAEs/stCi5SEPRWRmCM5+fn8TO/ES+CsWw2ox/H8O0le0YJtAEKPBB8xCEoBEe0xEAEZQHaZVIAbSViK6sxB8ZSYT7MM6K1rwTaAB+sKDNQH4EEZAbJRbtMIIS0yxZ9suxhpaQd25lsZMfsmCXQBhCA1vMNRAJp+ZB4KtmDNkL4B2eWymhpZBwrBf2YZ8RNC8SFzSY+B07MX4ylaAy7pKwFdzdjZ883gjZ2CeMzwSczWFp/XZF9/DmQ/fwYzIXjCbYRNXtY3nwJQwgm6IuHk6Xe3lGchO/n21jmCqRxsnZc/Kks8RPstWhBOyuZ7Scp7LXx58H1iW5EXWMrp8ZQQcpMHvpnyyBcTSC7FgPbTNbeIbogFtVF7SKJ5ghEP47PvDJJorlsCXP0mWIJnFt2kyFItm8KrgslYzOBdCfYydCOYlEgrUBAXRT8OQJJnJYkml9rnGvDHH8a6GvAssW1s9nLs5lAYCWIhIK1BbJiqG0WpOwYW8L52/dDe8FyyrVoyQObCaTgSZgs8JFAmVSQjSPUV2gpi6A+21fEbCYQQbSBJAtEUijgvmSBnRLIC8NdRftIRvZFmVMwjp2TL7+RqwnkL64XIMsqUT2fqYuC2xJI++ySpTqO45Fca8J491rG8xt/rgyytO5kWCIQKGP555eWQFm2oc4LDdcQ6N7ZTaCpJczXR9kEWgIxB/ZlxR+jlrDl7CZQFvipDOTbZ+Oo3gsH2ueXMeYdZaYiZzeBECQKYiYQddGYmUBTyxFj+fFoT79iPrsJBLTxd7wE8iULbCZQqw/oOOqncaKMdevMfWcDS9rOYdeFW0HsIRNoKWvMZQ8QfmnWnPOGeS67XjEtYz13/VoCkQ2XBuKacG2Q2ha/rLM9lemRJXqzrTF72f2WI2g9D65rCKQxfID2RHLoP+VcJ3+e1Le+OE+GYQz6eRi/9V/2ufx/OfsXgTw2e/ivXXDj2a+AeJCL9pFA0Pqez1xKoBuF7GGzItsE3H9nKMu8tEM4YJxIlFb/uZRANwoCEHgtUyxF/vtCmQCSTfsYJ2pXAt0xPPMgDQJRsgwSLWHU276ZQLWE3TEIMPW9IGUnC30QQ/JQJJOlHqLvGCQga0y9VtBfanqfo35kID07kXkQhech1YHk6qUEukF4LzY3wPZFYtQPgVQngVi2kEzi9VAC3QE8B01lK6G2a8gDJVDRRQlUdFECFV2UQEUXJVDRRQlUdFECFV2UQEUHw/AHlukF+gzdjZsAAAAASUVORK5CYII=)

It can be explained by using the below Venn diagram, where B is occurred event, so sample space will be reduced to set B, and now we can only calculate event A when event B is already occurred by dividing the probability of **P(A⋀*B*) by P( B )**.
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**Example:**

In a class, there are 70% of the students who like English and 40% of the students who likes English and mathematics, and then what is the percent of students those who like English also like mathematics?

**Solution:**

Let, A is an event that a student likes Mathematics

B is an event that a student likes English.

![Probabilistic reasoning in Artificial intelligence](data:image/png;base64,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)

**Hence, 57% are the students who like English also like Mathematics.**

|  |  |  |
| --- | --- | --- |
|  |  |  |

Reasoning under Uncertainty

### Why Reason Probabilistically?

* In many problem domains it isn't possible to create complete, consistent models of the world. Therefore agents (and people) must act in uncertain worlds (which the real world is).
* Want an agent to make rational decisions even when there is not enough information to prove that an action will work.
* Some of the reasons for reasoning under uncertainty:
  + **True uncertainty**. E.g., flipping a coin.
  + **Theoretical ignorance**. There is no complete theory which is known about the problem domain. E.g., medical diagnosis.
  + **Laziness**. The space of relevant factors is very large, and would require too much work to list the complete set of antecedents and consequents. Furthermore, it would be too hard to use the enormous rules that resulted.
  + **Practical ignorance**. Uncertain about a particular individual in the domain because all of the information necessary for that individual has not been collected.
* Probability theory will serve as the formal language for representing and reasoning with uncertain knowledge.

### Representing Belief about Propositions

* Rather than reasoning about the truth or falsity of a proposition, reason about the belief that a proposition or event is true or false
* For each primitive proposition or event, attach a **degree of belief** to the sentence
* Use **probability theory** as a formal means of manipulating degrees of belief
* Given a proposition, A, assign a probability, P(A), such that 0 <= P(A) <= 1, where if A is true, P(A)=1, and if A is false, P(A)=0. Proposition A must be either true or false, but P(A) summarizes our degree of belief in A being true/false.
* Examples
  + P(Weather=Sunny) = 0.7 means that we believe that the weather will be Sunny with 70% certainty. In this case Weather is a random variable that can take on values in a domain such as {Sunny, Rainy, Snowy, Cloudy}.
  + P(Cavity=True) = 0.05 means that we believe there is a 5% chance that a person has a cavity. Cavity is a Boolean random variable since it can take on possible values *True* and *False*.
  + Example: P(A=a ^ B=b) = P(A=a, B=b) = 0.2, where A=My\_Mood, a=happy, B=Weather, and b=rainy, means that there is a 20% chance that when it's raining my mood is happy.
* Obtaining and Interpreting Probabilities  
  There are several senses in which probabilities can be obtained and interpreted, among them the following:
  + **Frequentist Interpretation**  
    The probability is a property of a population of similar events. E.g., if set S = P union N, and P intersection N is the empty set, then the probability of an object being in set P is |P|/|S|. Hence, in this interpretation probabilities come from experiments and determining the population associated with a given proposition.
  + **Subjectivist Interpretation**  
    A subjective degree of belief in a proposition or the occurrence of an event. E.g., the probability that you'll pass the Final Exam based on your own subjective evaluation of the amount of studying you've done and your understanding of the material. Hence, in this interpretation probabilities characterize the agent's beliefs.
* We will assume that in a given problem domain, the programmer and expert identify all of the relevant propositional variables that are needed to reason about the domain. Each of these will be represented as a **random variable**, i.e., a variable that can take on values from a set of mutually exclusive and exhaustive values called the **sample space** or **partition** of the random variable. Usually this will mean a sample space {*True*, *False*}. For example, the proposition *Cavity* has possible values *True* and *False* indicating whether a given patient has a cavity or not. A random variable that has True and False as its possible values is called a **Boolean random variable**.

More generally, propositions can include the equality predicate with random variables and the possible values they can have. For example, we might have a random variable *Color* with possible values *red*, *green*, *blue*, and *other*. Then P(Color=red) indicates the likelihood that the color of a given object is red. Similarly, for Boolean random variables we can ask P(A=True), which is abbreviated to P(A), and P(A=False), which is abbreviated to P(~A).

### Axioms of Probability Theory

Probability Theory provides us with the formal mechanisms and rules for manipulating propositions represented probabilistically. The following are the three axioms of probability theory:

* 0 <= P(A=a) <= 1 for all *a* in sample space of A
* P(True)=1, P(False)=0
* P(A v B) = P(A) + P(B) - P(A ^ B)

From these axioms we can show the following properties also hold:

* P(~A) = 1 - P(A)
* P(A) = P(A ^ B) + P(A ^ ~B)
* Sum{P(A=a)} = 1, where the sum is over all possible values *a* in the sample space of A

### Joint Probability Distribution

Given an application domain in which we have determined a sufficient set of random variables to encode all of the relevant information about that domain, we can completely specify all of the possible probabilistic information by constructing the **full joint probability distribution**, P(V1=v1, V2=v2, ..., Vn=vn), which assigns probabilities to all possible combinations of values to all random variables.

For example, consider a domain described by three Boolean random variables, Bird, Flier, and Young. Then we can enumerate a table showing all possible interpretations and associated probabilities:

|  |  |  |  |
| --- | --- | --- | --- |
| **Bird** | **Flier** | **Young** | **Probability** |
| T | T | T | 0.0 |
| T | T | F | 0.2 |
| T | F | T | 0.04 |
| T | F | F | 0.01 |
| F | T | T | 0.01 |
| F | T | F | 0.01 |
| F | F | T | 0.23 |
| F | F | F | 0.5 |

Notice that there are 8 rows in the above table representing the fact that there are 23 ways to assign values to the three Boolean variables. More generally, with *n* Boolean variables the table will be of size 2*n*. And if *n* variables each had *k* possible values, then the table would be size *kn*.

Also notice that the sum of the probabilities in the right column must equal 1 since we know that the set of all possible values for each variable are known. This means that for *n* Boolean random variables, the table has 2n-1 values that must be determined to completely fill in the table.

If all of the probabilities are known for a full joint probability distribution table, then we can compute *any* probabilistic statement about the domain. For example, using the table above, we can compute

* P(Bird=T) = P(B) = 0.0 + 0.2 + 0.04 + 0.01 = 0.25
* P(Bird=T, Flier=F) = P(B, ~F) = P(B, ~F, Y) + F(B, ~F, ~Y) = 0.04 + 0.01 = 0.05

### Conditional Probabilities

* Conditional probabilities are key for reasoning because they formalize the process of accumulating evidence and updating probabilities based on new evidence. For example, if we know there is a 4% chance of a person having a cavity, we can represent this as the **prior** (aka unconditional) probability P(Cavity)=0.04. Say that person now has a symptom of a toothache, we'd like to know what is the **posterior** probability of a Cavity given this new evidence. That is, compute P(Cavity | Toothache).
* If P(A|B) = 1, this is equivalent to the sentence in Propositional Logic B => A. Similarly, if P(A|B) =0.9, then this is like saying B => A with 90% certainty. In other words, we've made implication fuzzy because it's not absolutely certain.
* Given several measurements and other "evidence", E1, ..., Ek, we will formulate queries as P(Q | E1, E2, ..., Ek) meaning "what is the degree of belief that Q is true given that we know E1, ..., Ek *and nothing else*."
* **Conditional probability is defined as: P(A|B) = P(A ^ B)/P(B) = P(A,B)/P(B)**  
  One way of looking at this definition is as a normalized (using P(B)) joint probability (P(A,B)).
* Example Computing Conditional Probability from the Joint Probability Distribution  
  Say we want to compute P(~Bird | Flier) and we know the full joint probability distribution function given above. We can do this as follows:
* P(~B|F) = P(~B,F) / P(F)
* = (P(~B,F,Y) + P(~B,F,~Y)) / P(F)
* = (.01 + .01)/P(F)

Next, we could either compute the marginal probability P(F) from the full joint probability distribution, or, as is more commonly done, we could do it by using a process called **normalization**, which first requires computing

P(B|F) = P(B,F) / P(F)

= (P(B,F,Y) + P(B,F,~Y)) / P(F)

= (0.0 + 0.2)/P(F)

Now we also know that P(~B|F) + P(B|F) = 1, so substituting from above and solving for P(F) we get P(F) = 0.22. Hence, P(~B|F) = 0.02/0.22 = 0.091.

While this is an effective procedure for computing conditional probabilities, it is intractable in general because it means that we must compute and store the full joint probability distribution table, which is exponential in size.

* Some important rules related to conditional probability are:
  + Rewriting the definition of conditional probability, we get the **Product Rule**: P(A,B) = P(A|B)P(B)
  + **Chain Rule**: P(A,B,C,D) = P(A|B,C,D)P(B|C,D)P(C|D)P(D), which generalizes the product rule for a joint probability of an arbitrary number of variables. Note that ordering the variables results in a different expression, but all have the same resulting value.
  + **Conditionalized version of the Chain Rule**: P(A,B|C) = P(A|B,C)P(B|C)
  + **Bayes's Rule**: P(A|B) = (P(A)P(B|A))/P(B), which can be written as follows to more clearly emphasize the "updating" aspect of the rule: P(A|B) = P(A) \* [P(B|A)/P(B)] Note: The terms P(A) and P(B) are called the **prior** (or **marginal**) probabilities. The term P(A|B) is called the **posterior** probability because it is derived from or depends on the value of B.
  + **Conditionalized version of Bayes's Rule**: P(A|B,C) = P(B|A,C)P(A|C)/P(B|C)
  + **Conditioning (aka Addition) Rule**: P(A) = Sum{P(A|B=b)P(B=b)} where the sum is over all possible values *b* in the sample space of B.
  + P(~B|A) = 1 - P(B|A)

### Combining Multiple Evidence using the Joint Probability Distribution

As we accumulate evidence or symptoms or features that describe the state of the world, we'd like to be able to easily update our degree of belief in some query or conclusion or diagnosis. One way to do this is again use the information given in a full joint probability distribution table. For example,

P(~Bird | Flier, ~Young) = P(~B,F,~Y) / (P(~B,F,~Y) + P(B,F,~Y))

= .01 / (.01 + .2)

= .048

In general, P(V1=v1, ..., Vk=vk | Vk+1=vk+1, ..., Vn=vn) = sum of all entries where V1=v1, ..., Vn=vn divided by the sum of all entries where Vk+1=vk+1, ..., Vn=vn.

While this method will work for any conditional probability involving arbitrary known evidence, it is again intractable because it requires an exponentially large table in the form of the full joint probability distribution.

### Using Bayes's Rule

* Bayes's Rule is the basis for probabilistic reasoning because given a prior model of the world in the form of P(A) and a new piece of evidence B, Bayes's Rule says how the new piece of evidence decreases my ignorance about the world by defining P(A|B).
* **Why use Bayes's Rule?**  
  Often want to know P(A|B) but only have access to P(B|A). For example, let S represent the proposition that a given patient has a stiff neck, and let M represent the proposition that the patient has meningitis. The doctor and patient may like to know P(M|S), but obtaining this information from the general population is difficult. Besides it could change significantly over time given epidemics or other seasonal factors. On the other hand, doctors may be able to accumulate statistics that define P(S|M). So, for example, if P(M) = 1/50,000, P(S) = 1/20, and P(S|M) = 1/2, then using Bayes's Rule says that P(M|S) = 1/5000 = .0002
* **Combining Multiple Evidence using Bayes's Rule**  
  Generalizing Bayes's Rule for two pieces of evidence, B and C, we get:
* P(A|B,C) = ((P(A)P(B,C | A))/P(B,C)
* = P(A) \* [P(B|A)/P(B)] \* [P(C | A,B)/P(C|B)]

Again, this shows how the conditional probability of A is updated given B and C. The problem is that it may be hard in general to obtain or compute P(C | A,B). But this difficulty is circumvented if we know evidence B and C are conditionally independent or unconditionally independent.

* + **A is (unconditionally) independent of B** if P(A|B) = P(A). In this case, P(A,B) = P(A)P(B).
  + **A is conditionally independent of B given C** if P(A|B,C) = P(A|C) and, symmetrically, P(B|A,C) = P(B|C). What this means is that if we know P(A|C), we also know P(A|B,C), so we don't need to store this case. Furthermore, it also means that P(A,B|C) = P(A|C)P(B|C).
* **Bayes's Rule with Multiple, Independent Evidence**  
  Assuming conditional independence of B and C given A, we can simplify Bayes's Rule for two pieces of evidence B and C:
* P(A | B,C) = (P(A)P(B,C | A))/P(B,C)
* = (P(A)P(B|A)P(C|A))/(P(B)P(C|B))
* = P(A) \* [P(B|A)/P(B)] \* [P(C|A)/P(C|B)]
* = (P(A) \* P(B|A) \* P(C|A))/P(B,C)

The above expression that assumes conditional indepedence is used to define a **Naive Bayes Classifier** in the following way. Say we have a random variable, C, which represents the possible ways to classify an input pattern of features that have been measured. The domain of C is the set of possible classifications, e.g., it might be the possible diagnoses in a medical domain. Say the possible values for C are {a,b,c}, and the features we have measured are E1=e1, E2=e2, ..., En=en. Then we can compute P(C=a | E1=e1, ..., En=en), P(C=b | E1=e1, ..., En=en) and P(C=c | E1=e1, ..., En=en) assuming E1, ..., En are conditionally independent given C. Since for each value of C the denominators are the same above, they can be ignored. So, for example P(C=a | E1=e1, ..., En=en) = P(C=a) \* P(E1=e1 | C=a) \* P(E2=e2 | C=a) \* ... \* P(En=en | C=a) Choose the value for C that gives the maximum probability. Finally, since only relative values are needed and probabilities are often very small, it is common to compute the sum of logarithms of the probabilities: log P(C=a | E1=e1, ..., En=en) = log P(C=a) + log P(E1=e1 | C=a) + ... + log P(En=en | C=a).

If B and C are (unconditionally) independent, then P(C|B) = P(C), so

P(A | B,C) = P(A) \* [P(B|A)/P(B)] \* [P(C|A)/P(C)]

* Example  
  Consider the medical domain consisting of three Boolean variables: PickledLiver, Jaundice, Bloodshot, where the first indicates if a given patient has the "disease" PickledLiver, and the second and third describe symptoms of the patient. We'll assume that Jaundice and Bloodshot are independent.

The doctor wants to determine the likelihood that the patient has a PickledLiver. Based on no other information, she knows that the **prior** probability P(PickledLiver) = 10-17. So, this represents the doctor's initial belief in this diagnosis. However, after examination, she determines that the patient has jaundice. She knows that P(Jaundice) = 2-10 and P(Jaundice | PickledLiver) = 2-3, so she computes the new updated probability in the patient having PickledLiver as:

P(PickledLiver | Jaundice) = P(P)P(J|P)/P(J)

= (2-17 \* 2-3)/2-10

= 2-10

So, based on this new evidence, the doctor increases her belief in this diagnosis from 2-17 to 2-10. Next, she determines that the patient's eyes are bloodshot, so now we need to add this new piece of evidence and update the probability of PickledLiver given Jaundice and Bloodshot. Say, P(Bloodshot) = 2-6 and P(Bloodshot | PickledLiver) = 2-1. Then, she computes the new conditional probability:

P(PickledLiver | Jaundice, Bloodshot) = (P(P)P(J|P)P(B|P))/(P(J)P(B))

= 2-10 \* [2-1 / 2-6]

= 2-5

So, after taking both symptoms into account, the doctor's belief that the patient has a PickledLiver is 2-5.

### Bayesian Networks (aka Belief Networks)

* Bayesian Networks, also known as Bayes Nets, Belief Nets, Causal Nets, and Probability Nets, are a space-efficient data structure for encoding all of the information in the **full joint probability distribution** for the set of random variables defining a domain. That is, from the Bayesian Net one can compute any value in the full joint probability distribution of the set of random variables.
* Represents all of the direct causal relationships between variables
* Intuitively, to construct a Bayesian net for a given set of variables, draw arcs from cause variables to immediate effects.
* Space efficient because it exploits the fact that in many real-world problem domains the dependencies between variables are generally local, so there are a lot of conditionally independent variables
* Captures both qualitative and quantitative relationships between variables
* Can be used to reason
  + Forward (top-down) from causes to effects -- **predictive reasoning** (aka **causal reasoning**)
  + Backward (bottom-up) from effects to causes -- **diagnostic reasoning**
* Formally, a Bayesian Net is a **directed, acyclic graph (DAG)**, where there is a node for each random variable, and a directed arc from A to B whenever A is a direct causal influence on B. Thus the arcs represent direct causal relationships and the nodes represent states of affairs. The occurrence of A provides support for B, and vice versa. The backward influence is call "diagnostic" or "evidential" support for A due to the occurrence of B.
* Each node A in a net is conditionally independent of any subset of nodes that are not descendants of A given the parents of A.

### Net Topology Reflects Conditional Independence Assumptions

* Conditional independence defines local net structure. For example, if B and C are conditionally independent given A, then by definition P(C|A,B) = P(C|A) and, symmetrically, P(B|A,C) = P(B|A). Intuitively, think of A as the direct cause of both B and C. In a Bayesian Net this will be represented by the local structure:

For example, in the dentist example in the textbook, having a Cavity causes both a Toothache and the dental probe to Catch, but these two events are conditionally independent given Cavity. That is, if we know nothing about whether or not someone has a Cavity, then Toothache and Catch are dependent. But as soon as we definitely know the person has a cavity or not, then knowing that the person has a Toothache as well has no effect on whether Catch is true. This conditional independence relationship will be reflected in the Bayesian Net topology as:

* In general, we will construct the net so that given its parents, a node is conditionally independent of the rest of the net variables. That is,

P(X1=x1, ..., Xn=xn) = P(xi | Parents(Xi)) \* ... \* P(xn | Parents(Xn))

Hence, we don't need the full joint probability distribution, only conditionals relative to the parent variables.

* Example (From ([Charniak, 1991](http://aaai.org/Magazine/Issues/Vol12/12-04/Charniak.pdf)))

Consider the problem domain in which when I go home I want to know if someone in my family is home before I go in. Let's say I know the following information: (1) Why my wife leaves the house, she often (but not always) turns on the outside light. (She also sometimes turns the light on when she's expecting a guest.) (2) When nobody is home, the dog is often left outside. (3) If the dog has bowel-troubles, it is also often left outside. (4) If the dog is outside, I will probably hear it barking (though it might not bark, or I might hear a different dog barking and think it's my dog). Given this information, define the following five Boolean random variables:

O: Everyone is Out of the house

L: The Light is on

D: The Dog is outside

B: The dog has Bowel troubles

H: I can Hear the dog barking

From this information, the following direct causal influences seem appropriate:

* 1. H is only directly influenced by D. Hence H is conditionally independent of L, O and B given D.
  2. D is only directly influenced by O and B. Hence D is conditionally independent of L given O and B.
  3. L is only directly influenced by O. Hence L is conditionally independent of D, H and B given O.
  4. O and B are independent.

Based on the above, the following is a Bayesian Net that represents these direct causal relationships (though it is important to note that these causal connections are not absolute, i.e., they are not implications):

Next, the following quantitative information is added to the net; this information is usually given by an expert or determined empirically from training data.

* 1. For each root node (i.e., node without any parents), the prior probability of the random variable associated with the node is determined and stored there
  2. For each non-root node, the conditional probabilities of the node's variable given all possible combinations of its immediate parent nodes are determined. This results in a **conditional probability table** (CPT) at each non-root node.

Doing this for the above example, we get the following Bayesian Net:

Notice that in this example, a total of 10 probabilities are computed and stored in the net, whereas the full joint probability distribution would require a table containing 25 = 32 probabilities. The reduction is due to the conditional independence of many variables.

Two variables that are not directly connected by an arc can still affect each other. For example, B and H are *not* (unconditionally) independent, but H does not directly depend on B.

Given a Bayesian Net, we can easily read off the conditional independence relations that are represented. Specifically, **each node, V, is conditionally independent of all nodes that are not descendants of V, given V's parents**. For example, in the above example H is conditionally independent of B, O, and L given D. So, P(H | B,D,O,L) = P(H | D).

### Building a Bayesian Net

Intuitively, "to construct a Bayesian Net for a given set of variables, we draw arcs from cause variables to immediate effects. In almost all cases, doing so results in a Bayesian network [whose conditional independence implications are accurate]." (Heckerman, 1996)

More formally, the following algorithm constructs a Bayesian Net:

1. Identify a set of random variables that describe the given problem domain
2. Choose an ordering for them: X1, ..., Xn
3. **for** *i*=1 **to** *n* **do**
   1. Add a new node for Xi to the net
   2. Set Parents(Xi) to be the minimal set of already added nodes such that we have conditional independence of Xi and all other members of {X1, ..., Xi-1} given Parents(Xi)
   3. Add a directed arc from each node in Parents(Xi) to Xi
   4. If Xi has at least one parent, then define a conditional probability table at Xi: P(Xi=x | possible assignments to Parents(Xi)). Otherwise, define a prior probability at Xi: P(Xi)

Notes about this algorithm:

* There is not, in general, a unique Bayesian Net for a given set of random variables. But all represent the same information in that from any net constructed every entry in the joint probability distribution can be computed.
* The "best" net is constructed if in Step 2 the variables are topologically sorted first. That is, each variable comes before all of its children. So, the first nodes should be the roots, then the nodes they directly influence, and so on.
* The algorithm will not construct a net that is illegal in the sense of violating the rules of probability.

### Computing Joint Probabilities from a Bayesian Net

To illustrate how a Bayesian Net can be used to compute an arbitrary value in the joint probability distribution, consider the Bayesian Net shown above for the "home domain."

Goal: Compute P(B,~O,D,~L,H)

P(B,~O,D,~L,H) = P(H,~L,D,~O,B)

= P(H | ~L,D,~O,B) \* P(~L,D,~O,B) by Product Rule

= P(H|D) \* P(~L,D,~O,B) by Conditional Independence of H and

L,O, and B given D

= P(H|D) P(~L | D,~O,B) P(D,~O,B) by Product Rule

= P(H|D) P(~L|~O) P(D,~O,B) by Conditional Independence of L and D,

and L and B, given O

= P(H|D) P(~L|~O) P(D | ~O,B) P(~O,B) by Product Rule

= P(H|D) P(~L|~O) P(D|~O,B) P(~O | B) P(B) by Product Rule

= P(H|D) P(~L|~O) P(D|~O,B) P(~O) P(B) by Independence of O and B

= (.3)(1 - .6)(.1)(1 - .6)(.3)

= 0.00144

where all of the numeric values are available directly in the Bayesian Net (since P(~A|B) = 1 - P(A|B)).

### Computing Conditional Probabilities from a Bayesian Net

#### Causal (Top-Down) Inference

The algorithm for computing a conditional probability from a Bayesian Net is complicated, but it is easy when the query involves nodes that are directly connected to each other. In this section we consider problems of the form P(Q|E) and there is a link in the Bayesian Net from evidence E to query Q. We call this case **causal inference** because we are reasoning in the same direction as the causal arc.

Consider our "home domain" and the problem of computing P(D|B), i.e., what is the probability that my dog is outside when it has bowel troubles? We can solve this problem as follows:

1. Apply the Product Rule and Marginalization
2. P(D|B) = P(D,B)/P(B) by the Product Rule
3. = (P(D,B,O) + P(D,B,~O))/P(B) by marginalizing P(D,B)
4. = P(D,B,O)/P(B) + P(D,B,~O)/P(B)
5. = P(D,O|B) + P(D,~O|B)
6. Apply the conditionalized version of the chain rule, i.e., P(A,B|C) = P(A|B,C)P(B|C), to obtain
7. P(D|B) = P(D|O,B)P(O|B) + P(D|~O,B)P(~O|B)
8. Since O and B are independent by the network, we know P(O|B)=P(O) and P(~O|B)=P(~O). This means we now have
9. P(D|B) = P(D|O,B)P(O) + P(D|~O,B)P(~O)
10. = (.05)(.6) + (.1)(1 - .6)
11. = 0.07

In general, for this case we first rewrite the goal conditional probability of query variable Q in terms of Q and *all* of its parents (that are not evidence) given the evidence. Second, re-express each joint probability back to the probability of Q given all of its parents. Third, look up in the Bayesian Net the required values.

#### Diagnostic (Bottom-Up) Inference

The last section considered simple causal inference. In this section we consider the simplest case of diagnostic inference. That is, the problem is to compute P(Q|E) and in the Bayesian Net there is an arc from query Q to evidence E. So, we are using a symptom to infer a cause. This is analogous to using the abduction rule of inference in FOL.

For example, consider the "home domain" again and the problem of computing P(~B|~D). That is, if the dog is not outside, what is the probability that the dog has bowel troubles?

1. First, use Bayes's Rule:
2. P(~B|~D) = P(~D|~B)P(~B)/P(~D)
3. We can look up in the Bayesian Net the value of P(~B) = 1 - .3 = .7. Next, compute P(~D|~B) using the causal inference method described above. Here we get
4. P(~L|~B) = P(~D,O|~B) + P(~D,~O|~B)
5. = P(~D|O,~B)P(O|~B) + P(~D|~O,~B)P(~O|~B)
6. = P(~D|O,~B)P(O) + P(~D|~O,~B)P(~O)
7. = (.9)(.6) + (.8)(.4)
8. = 0.86

So, P(~B|~D) = (.86)(.7)/P(~D) = .602/P(~D).

1. To avoid computing the prior probability, P(~D), of symptom D, we can use normalization, which requires computing P(B|~D). That is, P(B|~D) = P(~D|B)P(B)/P(~D) by Bayes's Rule, and P(B)=.3 from the Bayesian Net. Now compute P(~D|B) as follows:
2. P(~D|B) = P(~D,O|B) + P(~D,~O|B)
3. = P(~D|O,B)P(O|B) + P(~D|~O,B)P(~O|B)
4. = P(~D|O,B)P(O) + P(~D|~O,B)P(~O)
5. = (.95)(.6) + (.9)(.4)
6. = 0.93

So, P(B|~D) = (.93)(.3)/P(~D) = .279/P(~D). Since P(~B|~D) + P(B|~D) = 1, we have .602/P(~D) + .279/P(~D) = 1, and so P(~D) = .881. Thus, P(~B|~D) = .602/.881 = .683.

In general, diagnostic inference problems are solved by converting them to causal inference problems using Bayes's Rule, and then proceeding as before.

### Summary

* We have a methodology for building a Bayesian Net
* The Bayesian Net is compact in that it doesn't usually require exponential storage to hold all of the information in the joint probability distribution table
* We can compute the probability of any given assignment of truth values to the variables (i.e., compute the probability for an entry in the joint probability distribution table). And this computation is fast -- linear in the number of nodes in the net.
* But, many queries of interest are conditional, of the form:

P(Q | E1, E2, ..., Ek)

That is, given a set of values for selected random variables, E1, ..., Ek, representing a set of evidence gathered, compute the posterior probability of the query variable *Q*. In general, this requires enumerating all of the "matching" cases in the joint, which takes time exponential in the number of variables. So, general querying using a Bayesian Net is NP-hard. But, certain special cases (tree-structured nets called polytrees, where there is just one path, along arcs in either direction, between any two nodes in the Net) take polynomial time.